## Nova data imputation

**Data set statistics:**

* Totally there are 103 nova files, out of which currently I have processed 88 of them which are small in size.
* There are 27 features in each file namely 'JD', 'Star.Name', 'Band', 'Observer.Code', 'Comment.Code.s.', 'Comments', 'Charts', 'Observer.Affiliation', 'Validation.Flag', 'Measurement. Method', 'Grouping. Method', 'ADS. Reference', 'Digitizer', 'Credit', 'HJD', 'HQuncertainty', 'Transfomed', 'Star Name'
* I have selected following features for the work as they have more amount complete rows across the dataset. Also rest of the features makes little sense with respect to our task in hand.
  + Cmag ,Kmag, Airmass, Uncertainty, Comp.Star.1, Comp.Star.2, Magnitude
* The overall data characteristics for each of the feature is as shown in attached data\_stats.xsl
* As we can see the data is very sparse in fact in multiple cases that has only nulls in many columns.
* However Magnitude, Comp star 1 & 2 features are completely filled and usable.

**Imputation method**

* To begin with we shortlisted following methods for imputation purposes namely.
  + Chained equations[1]
  + Multivariate normal distributions approach[2]
  + Random forest with out of bag error metric[3]
  + Fischer scoring[4]
  + Nearest neighbor with a low rank approximation using SVD[5]
* Considering dataset statistics since in most datasets some of the rows of Magnitude, Comp star 1 & 2 are available we decided to deduce the missing values using chained equations.

**Method**

The method used currently is known as multiple imputations using chained equations where we impute same data multiple times, as opposed to single imputation [2-5], there by the variance of the imputation is minimized. More specifically we used chained equations approach for multiple imputation, where we have X1, X2….Xk features. If X1 has missing values, then it will be regressed on other variables X2 to Xk. The missing values in X1 will be then replaced by predictive values obtained. The process of mice and selection criteria on imputation cycles are detailed in [1]. For our work we used cart [6] based imputation procedure with multiple imputation, where for each imputation cycle and each missing value ymis we execute following steps

1. Fit a classification or regression tree by recursive partitioning;
2. For each ymis, find the terminal node they end up according to the fitted tree;
3. Make a random draw among the member in the node, and take the observed value from that draw as the imputation.

Currently for this imputation process we selected following values for various hyper parameters.

|  |  |
| --- | --- |
| **Hyper parameters** | **Values** |
| Imputation cycles | 50 |
| Method | CART |
| Number of members for random draw | 5 |
| Split complexity (min) | 0.0004 |

The source code, data can be found in <https://github.com/manikandan-ravikiran/Nova>
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